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ABSTRACT
The WebAssembly standard defines a bytecode format serving as
a compilation target for languages such as C, C++, and Rust. We-
bAssembly compilers are built on top of existing compiler infras-
tructures such as LLVM and newly developed compiler toolchains
such as Binaryen, handling various new features of the WebAssem-
bly language. However, we observe that both these new and existing
infrastructures implicitly assume that the execution environments
of native and WebAssembly applications are the same, ignoring the
presence of browser compilers in the WebAssembly pipeline. This
incorrect assumption often misguides function inlining optimiza-
tions, resulting in a slower WebAssembly module when function
inlining is applied. This paper is the first to investigate the coun-
terintuitive impacts of function inlining on WebAssembly runtime
performance. We inspect the inlining optimization passes of the
LLVM and Binaryen infrastructures used in the Emscripten C/C++-
to-WebAssembly compiler. Our investigation on 127 C/C++ samples
from the LLVM test suite shows that 66 samples exhibit counterin-
tuitive behavior due to function inlining, particularly from inlining
hot functions into long-running functions. We hope our findings
motivate further work on revising existing optimizations with the
unique characteristics of WebAssembly environments in mind.
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1 INTRODUCTION
WebAssembly (abbreviated Wasm) [34] is a low-level, statically
typed language aiming to serve as a universal compilation target
for the Web. It is designed to be fast to compile and run; to be
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portable, i.e., language-, hardware-, and platform-independent; and
to have formal type and memory safety guarantees. WebAssem-
bly is supported on all four major browsers (i.e., Chrome, Firefox,
Safari, and Edge) [51] and compiles from several programming
languages, including C, C++, C#, Rust, and Go [26]. Recent studies
have shown that one out of every 600 websites use WebAssem-
bly [35] for purposes such as games [40, 69], cryptography [60, 70],
machine learning [66], and medical research [33, 38].

WebAssembly compilers leverage the same compiler infrastruc-
tures as compilers of traditional languages. For example, the Em-
scripten C/C++-to-WebAssembly compiler [10], the Rustc com-
piler [17], and Intel’s oneAPI compiler [6] all use the LLVM [7]
compiler infrastructure. Unfortunately, we observe that WebAssem-
bly compilers leverage existing infrastructures without considering
the differences between WebAssembly and native applications.
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Figure 1: Chromium tier-up process. In this example, func-
tion $main uses the Liftoff-generated code when first called
as it is the only code available. $main calls $f1 which only has
Liftoff code ready. $f2 uses the TurboFan-generated code as
it is available at the first call. On the second call to $f1, its
TurboFan-generated code is available and used for the call.

One of the substantial differences is that WebAssembly has the
additional compilation layer at runtime running within browsers,
generating the final machine code for WebAssembly instructions.
Browsers, such as Chromium [2] and Firefox [13], typically include
at least two WebAssembly compilers: a fast compiler emitting un-
optimized code and a slow compiler emitting highly optimized
code. Browsers use both compilers to ensure the machine code for
WebAssembly functions is available early and can perform faster
once the optimized code is available. When the optimized code is
ready, the code is tiered-up on the following function call invoca-
tion by replacing the unoptimized code with the optimized code.
The tiering-up process only occurs on a function call because the
unoptimized and optimized machine codes are not interchange-
able. Figure 1 illustrates the Chromium tier-up process.
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Table 1: Findings and Implications of Our Study.

Findings Implications
1 We identify counterintuitive function inlining behavior between

WebAssembly’s compilation pipeline and execution pipeline.
We show that function inlining slows WebAssembly runtime per-
formance in some samples by as much as 15.5×.

2 We find that function inlining can introduce counterintuitive
behavior in 51.97% (66/127) of the studiedWebAssembly modules.

We investigate the characteristics of the inlined functions and find
that larger code sizes can introduce the counterintuitive behavior.

3 We show that modifying Binaryen’s inlining pass to avoid inlin-
ing hot functions reduces the counterintuitive behavior in 73.21%
(41/56) of the modules.

This finding motivates further work on improving inlining heuris-
tics for hot functions.

4 We are the first study to perform an in-depth investigation into
the runtime impacts of a traditional optimization technique on
WebAssembly binaries.

Our findings can motivate future work investigating the effects of
other traditional compiler optimizations on WebAssembly mod-
ules.

This tiering-up process complicates the effects of traditional
optimization techniques such as function inlining, which moves
function code into function call sites to reduce context switches. In
doing so, function inlining reduces the number of call invocation
sites for the tiering-up process to occur. This can cause an undesir-
able side effect: slowing down the runtime performance. Figure 2
shows that function inlining leads to worse runtime performance
for samples within the LLVM test suite [22]. This figure compares
the runtimes of the samples compiled to the O3 optimization level
with function inlining enabled to runtimes of the samples with
function inlining disabled. The runtime can slow down by as much
as 15.5×. In all the samples, function inlining decreases the number
of call sites, leading to fewer opportunities for browsers to tier-up
functions to more-optimized machine code.
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Figure 2: Function inlining slows runtime performance in
Chromium. Using Emscripten with the O3 optimization flag,
the green bars show the % runtime speedup in the samples
when function inlining is enabled compared towhen inlining
is disabled. The blue bars show the % decrease in the number
of function call sites when inlining is enabled.

There has been much work studying compiler optimization tech-
niques. Previous work has looked at the impacts of optimizations on
specific platforms [28] and how optimizations affect SIMD perfor-
mance [36]. Some works propose optimization selection strategies
leveraging machine learning [41, 48]. While compiler optimizations
are an active area of study, to the best of our knowledge, there
are no systematic studies on the effects of function inlining in the
WebAssembly compilation pipeline. Thus, we conduct the first em-
pirical study on the impact of function inlining on WebAssembly
runtime performance. We investigate function inlining used in Em-
scripten [10], a widely used C/C++ to WebAssembly compiler. We

also inspect the inlining passes provided by two infrastructures
used in Emscripten, LLVM [7] and Binaryen [18]. The findings and
their implications of this study are listed in Table 1.

2 BACKGROUND
2.1 WebAssembly Compilation Pipeline
We illustrate the WebAssembly compilation pipeline using Em-
scripten [10], a compiler that converts C/C++ code toWebAssembly.
Internally, Emscripten makes use of the Clang compiler [3] for its
frontend and uses components from LLVM [7] and Binaryen [18]
in its backend. Binaryen is a library providing tools to construct
compiler infrastructures targeting WebAssembly. Binaryen defines
an intermediate representation (IR) that closely models WebAssem-
bly and enables WebAssembly-specific optimizations such as IR
flattening to remove nested side effects and function reordering to
shrink the encoding of the most called functions [18, 73].

(func $a 
i32.const 123
i32.const 1024  
i32.store)

(func $b 
call $a
i32.const 1024
i32.load
return)

(func $b 
i32.const 123
i32.const 1024  
i32.store
i32.const 1024
i32.load
return)

Before function inlining

int x;
function a() {

x = 123; 
}
function b(){

a();
return x

}

After function inliningSource code

Figure 3: Binaryen function inlining. In the original C code,
function b calls function a. The WebAssembly code before
inlining shows how both a() and b() are separate. After in-
lining, the instructions of a() are inlined into b().

The Emscripten compilation pipeline begins by inputting the
source code files into the Clang compiler. This compiler uses its
Frontend component to parse the source files into an LLVM IR.
The IR is passed to the Middle-end component, which implements
several optimization passes, including the inline pass that performs
function inlining. The pass moves instructions of a called function
to the function call location, but first it checks to ensure that the
inlined instructions can safely replace the call. For example, inlin-
ing indirect or external calls may break the program semantics.
Additionally, the pass estimates the performance cost of inlining a
function (e.g., a heuristic on the function’s code size) to determine
if it is beneficial to inline. The Middle-end component passes the
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optimized IR to the CodeGen component to create a WebAssem-
bly module. Next, the module is passed to Binaryen’s wasm-opt
tool [18], which applies Binaryen’s set of optimization passes to
the module. In Binaryen, function inlining is performed by the
inlining-optimizing pass. Similar to the inline pass in LLVM, the
inlining-optimizing pass moves function instructions into the loca-
tion of the original call site if the calculated inlining cost is less than
a threshold value. Differences between these passes include the IR
structures that are inlined as LLVM can also inline its block struc-
tures. Besides, Binaryen can support partial inlining of early-return
conditional statements [18]. Figure 3 illustrates Binaryen’s function
inlining. Finally, the compilation pipeline outputs the optimized
WebAssembly binary and JavaScript support code.

2.2 WebAssembly Execution Pipeline
The generated WebAssembly module and JavaScript files are run
by a browser such as Chromium [2] or Firefox [54], which each
have different internal compilers to generate machine code for the
WebAssembly module. For example, Chromium is powered by the
V8 JavaScript and WebAssembly engine [16], which includes two
compilation engines to generate machine code for WebAssembly.
The first compiler, Liftoff [25], is a single-pass compiler that emits
machine instructions immediately after reading in a WebAssembly
instruction at the expense of the number of optimizations that it
applies. As a result, the Liftoff code can perform sub-optimally
when executed. The second compiler, TurboFan [14], is a multi-pass
compiler that applies several optimization passes to the machine
code. While TurboFan generates faster code, this compiler takes
much longer to generate code than Liftoff. To balance start-up speed
with execution performance, Chromium first generates code for
WebAssembly functions with Liftoff and immediately starts the
TurboFan compilation. When the TurboFan code for a function
is ready, the function code tiers-up by replacing the Liftoff code
with the TurboFan code. Firefox uses the SpiderMonkey JavaScript
and WebAssembly engine [13] to handle WebAssembly execution.
Similar to V8, SpiderMonkey contains two compilation engines for
WebAssembly. The first compiler,Wasm-Baseline, performs a fast
translation of WebAssembly instructions to machine code for quick
startup. The second engine, Wasm-Ion, applies optimizations on
the emitted machine code. SpiderMonkey follows the tiering-up
scheme by using Wasm-Baseline to emit machine code quickly
while Wasm-Ion generates better-performing machine code.

3 COUNTERINTUITIVE INLINING EXAMPLE
We demonstrate how function inlining can counterintuitively im-
pact runtime behavior using a sample benchmarking program, ran-
dom.cpp, as an example. We present its source code and compiled
WebAssembly code in Figure 4. We highlight the impact on two of
the sample’s functions when the function inlining is enabled and
disabled. Figure 4(a) shows the C++ source code implementation of
the functions gen_random and main. gen_random uses the constants
IM, IA, and IC to generate a pseudo-random number. The main
function calls gen_random in a long-running while loop perform-
ing 400 million iterations, making gen_random a hot function. Fig-
ure 4(b) shows the WebAssembly code of wasm-function[13] and
wasm-function[14] when function inlining is disabled. The export

Table 2: LLVM test suite SingleSource/Benchmarks.

Subdirectory #Samples #LOC Subdirectory #Samples #LOC

Adobe-C++ 6 696 Misc-C++ 7 1,341
BenchmarkGame 8 549 Misc-C++-EH 1 16,846
CoyoteBench 4 1,294 Polybench 32 5,188
Dhrystone 2 767 Shootout 14 663
Linpack 1 552 Shootout-C++ 25 972
McGill 4 956 SmallPT 1 102
Misc 27 3,487 Stanford 11 1,332

Total 143 34,745

section on line 180 shows that wasm-function[13] implements main.
Inspecting the loop code within wasm-function[13] shows that it
calls wasm-function[14] with the value 100.0 passed in as an ar-
gument, meaning that wasm-function[14] implements gen_random.
Figure 4(c) shows the WebAssembly code for the main function,
wasm-function[13], produced when inlining is enabled. Inspecting
Figure 4(b) and Figure 4(c) reveals that wasm-function[14] from
Figure 4(b) has been inlined into wasm-function[13].

When the Chromium browser runs this WebAssembly module,
machine code for each function is first generated using the Liftoff
compiler. Once this compiler finishes generating code for a function,
the function can begin executing. In the background, the optimizing
TurboFan compiler begins generating better-performing machine
code for that function. When TurboFan finishes generating the ma-
chine code, the browser switches out the Liftoff-generated code for
the TurboFan-generated code on the following function call. How-
ever, since main in a C program is only invoked once, the browser
does not switch to the TurboFan-generated code. Because the hot
function gen_random has been inlined into main, gen_random also
uses the slower Liftoff code, and the program runtime performance
is negatively impacted. This example shows how function inlining
can cause counterintuitive runtime behavior in WebAssembly.

4 METHODOLOGY
We aim to understand the counterintuitive effects of function inlin-
ing onWebAssembly program runtime. We define a counterintuitive
effect as producing a binary with a slower runtime performance
than if the optimization was disabled. Specifically, we focus on the
following research questions:
• RQ1 – Significance: How often does function inlining coun-
terintuitively impact WebAssembly modules, and are the effects
unique to WebAssembly?

• RQ2 – Function Characteristics: Which characteristics of the
inlined functions cause the counterintuitive behavior?

• RQ3 – Quantification: How does excluding certain functions
from inlining impact the counterintuitive effects?
To answer these questions, we use samples from the LLVM test

suite to perform five sets of experiments. Next, we discuss the C/C++
source programs and the experiments in detail.

4.1 C/C++ Source Programs.
To measure the runtime performance impacts of different optimiza-
tion configurations, we select 143 C/C++ samples totaling over
34,000 lines of code (LOC) from the LLVM test suite [8]. The test
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#define IM 139968
#define IA 3877
#define IC 29573

inline double gen_random(double max)
{

static long last = 42;
last = (last * IA + IC) % IM;
return( max * last / IM );

}

int main(int argc, char *argv[]) {
...
int N = 400000000;
double result = 0;
while (N--) {

result = gen_random(100.0);
}
...
return(0);

}

(func (;13;) (param i32 i32) 
(result i32)
(local i32 i32 f64)
...
loop

i32.const 3877
i32.mul
i32.const 29573
i32.add
i32.const 139968
i32.rem_s
...
local.get 3
i32.const -1
i32.add
local.tee 3
br_if 0

end
...)

(export "main" (func (;13;) ))

(func (;13;) (param i32 i32)
(result i32)
(local i32 f64)
...
loop

call 14
local.get 2
i32.const -1
i32.add
local.tee 2
br_if 0

end
...

(func (;14;) (param f64) 
(result f64)
(local i32)
i32.const 3877
i32.mul
i32.const 29573
i32.add
i32.const 139968
i32.rem_s
...)

(export "main" (func (;13;) ))
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Figure 4: random.cpp C++ and WebAssembly code. (a) shows the C++ code of two functions, gen_random and main. (b) shows
the WebAssembly output compiled with function inlining disabled. Function 13 is the main function, and inspecting its loop
code reveals function 14 is gen_random. (c) shows function 13 from the module compiled in the Baseline experiment. The file
differences between (b) and (c) show that function 14, gen_random, has been inlined into function 13, main.

suite contains benchmarking samples measuring LLVM compi-
lation performance. We focus on the samples within the Single-
Source/Benchmarks directory, listed in Table 2, as these samples
are designed to trigger optimizations and can be compiled by Em-
scripten without code changes. We select this test suite for its
inclusion of samples used in prior works and it ease of compilation.
This test suite includes samples from the Polybench benchmark
suite [59], whichwas used by Jangda et al. to compareWebAssembly
and native runtime [37]. The remaining samples implement samples
of comparable computational complexity to those in the Polybench
suite, such as Fibonacci number computation [20], Cholesky fac-
torization [21], and Huffman compression [22]. In addition, the
samples within the SingleSource directory of the test suite are de-
signed so that only a single file is needed for compilation. The
compilation settings needed to compile each sample are also well
documented within the test suite repository. For these reasons,
we choose the LLVM test suite samples for our experiments. We
omit 16 samples that do not compile successfully with Emscripten,
leaving 127 samples for our experiments.

4.2 Experiments Inspecting Inlining Effects.
We start our investigation by establishing baseline runtime mea-
surements using the four optimization level options, i.e., O0, O1, O2,
and O3 [11], available to an end user of the compiler. For our study,
a binary is faster if its runtime is lower than that of another binary.

We describe the details of each optimization level below.

• O0: means no optimizations. The compiler compiles the
source code without any attempt to optimize the code.

• O1: applies basic optimizations, such as loop simplification
and redundant instruction combinations [9, 24].

• O2: adds more passes than O1 while balancing between run-
ning time improvement and code size reduction.

• O3: contains all optimizations in O2 and enables optimiza-
tions that increase code size to improve runtime.

To identify counterintuitive behavior caused by function inlin-
ing, we disable function inlining in each of the optimization levels
and measure the runtime in each sample using both Chromium and
Firefox.We focus on findingWebAssembly-specific issues surround-
ing inlining optimizations, so for every sample, we compile to the
native x64 architecture and measure the runtime using the same
optimization levels. Our analysis focuses on samples where the
runtime behavior is intuitive on the native architecture and coun-
terintuitive on WebAssembly. We then separately disable the LLVM
inline and Binaryen inlining-optimizing passes in each optimization
level to understand how each pass introduces the counterintuitive
behavior. To do so, we construct modified builds of the LLVM and
Binaryen that selectively disable passes. For the samples compiled
to the native x64 architecture, we only disable the inline pass in
LLVM as Binaryen is for WebAssembly only. We measure the sam-
ple runtimes when the inlining passes are enabled and disabled.
The runtime behavior is counterintuitive if disabling the inlining
pass results in a faster runtime than if the inlining pass is enabled.

To explore the causes of the counterintuitive behavior in the
WebAssembly samples, we use the Linux perf tools to inspect the
fine-grained runtime details of the execution. Specifically, we use
the perf record tool to record which WebAssembly functions are
executed and which browser compiler code they use. We also mea-
sure the overall percentage of execution time spent within these
WebAssembly functions. We investigate the execution of native x64
samples using the perf stat tool. This tool records key hardware and
software events, such as cache misses, branches taken, and CPU
cycles, which allow us to understand the counterintuitive behavior.

Table 3 presents the setups of our five experiments for inspecting
the effects of function inlining. Similar to other studies [15, 49, 50,
55, 58], we use the average runtime of 10 runs for our analyses in
all our experiments.

• Baseline:We measure the runtimes of the 127 benchmarking
samples compiled to WebAssembly with the optimization
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Table 3: Experiments testing function inlining effects.

Experiment Platform Opt.
Levels

LLVM Inlining
Enabled

Binaryen Inlining
Enabled

Baseline Wasm O0–O3 ✓ ✓
1 Wasm O0–O3 ✗ ✗

2 x64 O0–O3 ✗ N/A
3 Wasm O0–O3 ✗ ✓
4 Wasm O2–O3 ✓ ✗

5 Wasm O2–O3 ✓ Patched

1
2
3
4
5
6
7
8
9
10
11
12

const origInstantiate = WebAssembly.instantiate;
WebAssembly.instantiate = (source, importObject) => {
let instance = origInstantiate(source, importObject);
for(const name in instance.exports){
const origFunction = instance.exports[name];
instance.exports[name] = function(){
const startTime = performance.now();
let result = origFunction.apply(this, arguments);
const endTime = performance.now();
logTime(name, startTime, endTime);
return result;

}}}

Figure 5: Instrumentation code to record runtime. The code
modifies exported functions of all WebAssembly modules to
log the time before and after the function call.

levels O0-O3 in their default modes, i.e., with both the LLVM
inline and Binaryen inlining-optimizing passes enabled.

• Experiment #1:We compare the runtimes of all WebAssembly
samples with O0-O3 having the LLVM inline and Binaryen
inlining-optimizing passes disabled.

• Experiment #2:We compile each sample to two versions of
an x64 executable: one version with the LLVM inline pass
enabled against another version with inline disabled.

• Experiment #3:To understandwhich inlining pass contributes
to the counterintuitive behavior more, our third experiment
compiles the 127WebAssembly samples with only the LLVM
inline pass disabled.

• Experiment #4: We compile the 127 samples with only the
Binaryen inlining-optimizing pass disabled.

• Experiment #5:We inspect the samples that experience coun-
terintuitive effects in Experiment #4. We patch the inlining-
optimizing pass to selectively disable inlining for hot func-
tions. The runtimes of samples using this patched pass are
compared against those using the original pass.

5 IMPLEMENTATION
We instrument the WebAssembly APIs to measure the module run-
time in the browser. Specifically, as shown in Figure 5, we instru-
ment the WebAssembly.instantiate and .instantiateStreaming
methods to log the duration of each exported function. This code
snippet modifies the WebAssembly API methods (line 1) to iterate
over all exported functions in the WebAssembly instance (line 4). A
new function overwrites each exported function to record the time
before (line 7) and after (line 9) calling the original function (line
8). The duration is logged for analysis after the page executes (line
10). We instrument the WebAssembly APIs using Puppeteer [12].

We build our performance measurement tool using Node.js
(v14.18.2) [57]. We use the Emscripten compiler (v2.0.29) built on

top of Clang (v14.0.0) to generate WebAssembly samples. In our
experiments, we use Chromium (v99.0.4806.0) and Firefox (version
109.0). We run our Chromium and native experiments on a desktop
containing an Intel Core i7 CPU@3.20GHz with 32 GB RAM. We
run our Firefox experiments on a laptop with an Intel Core i7
CPU@2.10GHz and 64GB RAM. Both devices run Ubuntu 20.04.

6 EVALUATION
In this section, we present findings and insights from our five sets
of experiments investigating the counterintuitive function inlining
effects in WebAssembly modules.
Summary of Results. We find that disabling inlining in both
LLVM and Binaryen causes counterintuitive behavior in 66 of the
127 (51.97%) samples run in Chromium and Firefox. Only 12 of these
samples experience similar behavior on the native x64 platform, so
we exclude these samples from our investigation1. We run two sets
of experiments where one disables only LLVM’s inline pass and the
other disables only Binaryen’s inlining-optimizing pass. LLVM’s
pass impacts 44 samples, while Binaryen’s pass causes counterin-
tuitive results in 56 samples. Further investigation of Binaryen’s
inlining-optimizing pass identifies hot functions as a probable cause
of the counterintuitive effect. To quantify their impact, we modify
the pass to prevent inlining for hot functions. 41 of the 56 samples
experience improved runtime with the patched pass, indicating that
hot functions inlined into long-running functions are a major cause
of the counterintuitive behavior and further work should focus on
improving inlining heuristics for hot functions.

6.1 RQ1: Significance of Counterintuitive
Effects

6.1.1 Function Inlining Effects on WebAssembly. To measure the
effects of function inlining, we compile 127 samples from the Sin-
gleSource/Benchmarks directory of the LLVM test suite with opti-
mization levels O0 - O3. Experiment #1 compiles each sample with
the function inlining passes in both LLVM (inline) and Binaryen
(inlining-optimizing) disabled. The resulting modules are run using
both Chromium and Firefox.

In Figure 6, we report the runtime speedup experienced by each
sample when run in Chromium with the two inlining passes dis-
abled. Note that the figure presents samples that contain at least one
optimization level grouping that experience a 5% percent speedup,
i.e., experience a 5% percent decrease in runtime, after disabling
inlining. For example, in the sample matrix.cpp, disabling inlining
leads to a runtime speedup of 62.42% in O1 and 36.03% in O2. When
compiled with inlining disabled, 32 samples become at least 5%
faster (and 15 samples become 20% faster) in Chromium. Figure 7
shows that 51 samples with inlining disabled run at least 5% faster
and 10 samples run at least 20% faster in Firefox. On average, these
counterintuitive samples experience a 15.07% speedup. The results
in Figures 6 and 7 show function inlining causes counterintuitive
behavior in certain WebAssembly modules.

6.1.2 Function Inlining Effects on x64 Architecture. We compare the
effects of function inlining in WebAssembly against the inlining
effects in native x64 binaries to determine whether these effects

1Such cases are not unique to WebAssembly, hence not our focus.
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Figure 6: Runtime speedup of samples in Experiment #1 with Chromium. The bars show the % speedup of the samples having
both LLVM and Binaryen inlining passes disabled compared to when both inlining passes enabled, i.e., the default version. The
runtime speedups range from as low as 5.34% to high as 50.61% with an average speedup of 25.2%
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Figure 7: Runtime speedup of samples in Experiment #1 with Firefox. The runtime speedups range from as low as 5.02% in
functionobjects.cpp to high as 56.15% inmatrix.cpp with an average speedup of 15.07%

ar
y2

.cp
p

bic
g.

c

Bub
ble

so
rt.

c

fib
o.

cp
p

ha
sh

.c

hu
ffb

en
ch

.c

jac
ob

i-2
d-

im
pe

r.c lu.
c

m
at

m
ul_

f6
4_

4x
4.

c

m
at

rix
.c

Per
m

.c

pu
zz

le.
c

Que
en

s.c

Tre
es

or
t.c

tri
so

lv.
c

0

20

40

60

80

%
 S

pe
ed

up

O0 O1 O2 O3

Figure 8: Runtime speedup of samples in Experiment #2. The
bars show the % runtime speedup of the x64 samples after
having LLVM’s inline pass disabled.

are unique to WebAssembly or common across multiple platforms.
Experiment #2 compiles the samples to x64 binaries with inline
in LLVM disabled. Figure 8 shows the samples experiencing the
counterintuitive inlining behavior. Of the 127 samples, 15 samples
experience similar counterintuitive effects with function inlining
as those in WebAssembly. Of those 15 samples, 12 samples, high-
lighted in yellow, experience counterintuitive inlining effects on
bothWebAssembly and the native x64 platform. We inspect the exe-
cution details of the native binaries using the perf stat tool. We find
that higher values in the cache-misses, all-loads-retired, and
all-stores-retired events explain the counterintuitive behavior
experienced by these samples. These execution statistics indicate
that inlining leads to an increased number of cache misses (from
the cache-misses events) and increased register pressure (from

the all-loads-retired and all-stores-retired events) [37] dur-
ing execution. These are known issues of function inlining in na-
tive architectures [5]. Among the samples experiencing increased
counts in these metrics, inlining increases cache-misses by 12.95%,
all-loads-retired by 11%, and all-stores-retired by 9%. The
small number of common samples in bothWebAssembly and native
x64 suggests that the counterintuitive effects seen in theWebAssem-
bly samples are caused by different factors than in the native x64
platform. We continue our investigation of the counterintuitive
WebAssembly samples to determine what these factors are.

6.2 RQ2: Investigation of Function
Characteristics Causing Counterintuitive
Effects

The results in Section 6.1 show that the function inlining passes in
Binaryen and LLVM can lead to counterintuitive behavior that is
unique to WebAssembly. In this section, we investigate the causes
of this behavior. Specifically, we seek to understand the characteris-
tics of the inlined functions that lead to the counterintuitive effects
we observe. We first manually inspect the compiled WebAssembly
modules to understand how the code differences produce the behav-
ior. However, the number of differences between the samples with
both inlining passes enabled and disabled is large. Each sample con-
tains an average difference of 24,774.73 LOC between the versions
having inlining enabled and disabled. Combined with the terse syn-
tax of WebAssembly, manual inspection of these samples proves
to be extremely challenging. Hence, to ease the inspection process,
we inspect the effects of a single inlining pass on the module, re-
ducing the search space of code differences between the samples
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with enabled and disabled inlining. We also compile the samples
with the LLVM and Binaryen inlining passes disabled separately
to understand how each component introduces counterintuitive
behavior and discuss the results of each component separately.
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Figure 9: Runtime speedup comparing Experiment #3 with
Baseline in Chromium. The bars show the % speedup in the
samples’ runtimes with the LLVM inline pass disabled com-
pared to their runtime with the inline pass enabled.

6.2.1 Function Inlining in LLVM. Experiment #3 aims to show the
impact of the LLVM inline pass on the counterintuitive effects. The
results, shown in Figure 9, reveal that the disabling the inline pass
leads to a Chromium runtime speedup of at least 5% in 20 different
samples with the average runtime speedup being 17.61%. Of those
20 samples, 7 samples experience a runtime speedup of at least 20%.
In Firefox, 32 and 7 samples experience runtime speedups of at least
5% and 20%, respectively. The runtime speedups in Firefox range
from as low as 5.03% to high as 56.80% with an average speedup of
13.01%. Due to space constraints, we omit the Firefox results figure.
Case Study (random.cpp). To exemplify the characteristics of the
inlined functions, we investigate one of these affected samples, ran-
dom.cpp, in depth. Recall that in its source and WebAssembly code
presented in Figure 4, we saw that the code for the hot C++ func-
tion gen_random (wasm-function[14] in WebAssembly) is inlined
into the C++ main function (wasm-function[13]). In this example,
inlining is performed by LLVM’s inline pass Figure 10 shows the
collected browser call trace from perf record for random.cpp when
the inline pass is enabled and disabled. Figure 10(a) shows that
when inline is enabled, wasm-function[13] consumes the largest
WebAssembly runtime, i.e., it is the hottest function, and uses the
Liftoff-generated code. In Figure 10(b), wasm-function[14] sup-
plants wasm-function[13] as the function with the largest share
of the overhead. Wasm-function[14] uses the TurboFan-generated
codewhile wasm-function[13] is still running the Liftoff code. Com-
bining the code snippet in Figure 4(c) with the call trace in Fig-
ure 10(a) shows that when inlining is enabled, the browser is stuck
using the Liftoff-generated code of gen_random. Figure 4(b) and Fig-
ure 10b show that disabling inlining allows the gen_random function
to use the TurboFan code because it is not bound to the main func-
tion. To sum up, separating the hot gen_random function from the
long-running main function allows the hot functionality to use the
more-efficient TurboFan code.

The random.cpp case shows that the inline pass affects whether
the hottest function in the module uses the code generated by the
Liftoff or TurboFan compiler. We collect the perf record output of
each sample in Figure 9 with inlining enabled and disabled. We find

67.25% [.] Function:wasm-function[13]-13-liftoff
0.00%  [.] Function:wasm-function[1476]-1476-turbofan
0.00%  [.] Function:wasm-function[1477]-1477-turbofan
0.00%  [.] Function:wasm-function[285]-285-turbofan
0.00%  [.] Function:wasm-function[327]-327-turbofan

Random.cpp O1 Inlining Enabled

(a) Inline Enabled

42.08%  [.] Function:wasm-function[14]-14-turbofan
11.06% [.] Function:wasm-function[13]-13-liftoff
0.00%  [.] Function:wasm-function[12]-12-liftoff
0.00%  [.] Function:wasm-function[1507]-1507-turbofan
0.00%  [.] Function:wasm-function[1510]-1510-liftoff
0.00%  [.] Function:wasm-function[1524]-1524-liftoff

Random.cpp O1 Inlining Disabled

(b) Inline Disabled

Figure 10: Perf record output for random.cpp. (a) traces the
browser function calls made during the Baseline experiment.
Here, function 13 uses Liftoff code and occupies most of the
execution time. (b) traces the browser calls in Experiment #3,
and it shows that function 14 uses its TurboFan code.

that in 12 out of 20 Chromium samples, the hottest function of the
module uses Liftoff when inlining is enabled and TurboFan when
inlining is disabled. This finding suggests that function inlining can
prevent the more performant TurboFan code from being used.

6.2.2 Function Inlining in Binaryen. Experiment #4 aims to high-
light the contribution that inlining-optimizing pass in Binaryen
has on the counterintuitive behavior. Figure 11 shows that the
inlining-optimizing pass in Binaryen causes 29 samples to experi-
ence counterintuitive runtime behavior in Chromium. Among these
29 samples, the smallest runtime speedup was 5.60% in reg_detect.c,
the largest speedup was 50.0% in ReedSolomon.c, and the average
speedup was 20.88%. It is important to note that since Experiment
#4 inspects all 127 samples, these 29 samples are not a subset of
the samples in Experiment #1. In Firefox, Figure 12 shows that 40
samples experience counterintuitive runtime speedup of at least
5%, with the smallest runtime speedup being 5.13% (dry.c) and the
largest speedup being 42.39% (lists.cpp).

Our analysis of the affected samples with perf record shows
that they experience similar behavior as random.cpp exhibits with
LLVM’s inline pass (shown in Figure 10). In 23 of the 29 Chromium
samples, the hottest function in the sample version with inlining-
optimizing enabled uses the Liftoff-generated code, while the hottest
function in the sample version with inlining-optimizing disabled
uses the TurboFan-generated code. This finding shows that, for
both components, the same reason explains the effects of function
inlining: function inlining can prevent the hot functions in a module
from using the more performant browser compiler.

Figure 13 shows the breakdown of executed functions within the
Chromium-run O2 samples in Figure 6 that have a speedup of at
least 20%. For each sample, the figure shows two bars: the left bar
is breakdown of the function executed when both inlining passes
are enabled (Baseline), while the right bar shows the breakdown
when inlining is disabled (Experiment #1). Each segment represents
a single function, and its height indicates its percentage of the total
execution time (according to perf record). As Figure 13 shows, the
samples experience similar counterintuitive behavior to Figure 10:
the samples are limited to using Liftoff for the hot functions when
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Figure 11: Runtime speedup comparing Experiment #4 with Baseline in Chromium. The bars present the runtime speedup in
samples after the Binaryen inlining-optimizing pass is disabled.
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Figure 12: Runtime speedup comparing Experiment #4 with Baseline in Firefox.
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Figure 13: Breakdown of Liftoff or TurboFan compilers used
in O2. Each bar segment represents a function and its portion
of total execution time. The left bar shows the Baseline exe-
cution, while the right bar shows Experiment #2 execution.

inlined into a long-running function, while disabling inlining allows
the hot functions to use the TurboFan code.
Examples (chomp.c and Simple_types_constant_folding.cpp).

Figure 14 shows the result of perf record when run on the sam-
ple chomp.c, with Figure 14a showing the output when inlining-
optimizing is enabled and Figure 14b showing the output when
inlining-optimizing is disabled. In both snippets, wasm-function[7]
is the WebAssembly function with the largest portion of the execu-
tion time. However, Figure 14a shows that this function is executed
with the Liftoff-generated machine code, while Figure 14b shows
that the function uses the TurboFan-generated code.
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(b) Inlining-Optimizing Disabled

Figure 14: Perf record output for Chomp.c using O2

Similarly, Figure 15 shows that the hottest function in Figure 15a,
wasm-function[7], using the Liftoff-generated codewhile the hottest
function in Figure 15b, wasm-function[120], manages to use the
TurboFan code. Liftoff generates less-optimized, less-performant
code than TurboFan, so this difference caused by the inlining-
optimizing pass means that the hottest function will be limited
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0.11% [.] Function:wasm-function[143]-143-turbofan
0.11% [.] Function:wasm-function[131]-131-turbofan
0.11% [.] Function:wasm-function[146]-146-turbofan
0.11% [.] Function:wasm-function[126]-126-turbofan
0.11% [.] Function:wasm-function[133]-133-turbofan
0.11% [.] Function:wasm-function[140]-140-turbofan
0.00% [.] Function:wasm-function[7]-7-liftoff

(b) Inlining-Optimizing Disabled

Figure 15: Perf record output for Sim-
ple_types_constant_folding.cpp using O2

in performance. We can also see at the bottom of the list in Fig-
ure 15b that wasm-function[7] still uses the Liftoff-generated code.
However, since this function no longer contains the hot code, the
detrimental runtime impact is mitigated. In both samples, we can
see that they experience the same runtime issues, the inability to
switch their hottest function over to the TurboFan-generated code,
that are seen in Figure 10 with LLVM’s inline pass. This behavior
shows that the same underlying issue, the hottest code being run
with the slower Liftoff-generated code, affects both inlining passes
across the different infrastructures.

The timing of the switch between Liftoff and TurboFan is de-
termined by each compiler’s duration for a given function. The
architecture of the single-pass Liftoff compiler [25] along with the
graph construction used in the TurboFan compiler [53] suggest
that function code size should influence the compiler duration. We
plot the compilation duration of the TurboFan and Liftoff compilers
against the function code size of all functions from the counterin-
tuitive samples in Figure 16. Our results reveal that the duration of
both compilers closely follow the increase in code size. However,
the TurboFan duration is consistently an order of magnitude larger
than the Liftoff duration for the same function size.

Following this trend, an explanation on why Binaryen’s inlining-
optimizing pass and LLVM’s inline pass lead to counterintuitive
behavior is that inlining instructions to a call site increases the
function code size. By increasing the code size of the long-running
function, it quickly increases the compilation time of TurboFan and
forces any inlined hot functionality to spend more time using the
Liftoff code. In the case of a long-running function invoked only
once, the increase in compilation duration decreases the likelihood
that the TurboFan code will be ready by the time of the first, and

Figure 16: Chromium compilation duration among all sam-
ples. For each function, the TurboFan (blue dots) and Liftoff
(green dots) compiler duration is plotted against the code
size. Darker dots indicate multiple functions of the same size
also have the same duration.

only, invocation. Also, inlining hot functions into a function that is
only invoked once, such as main, can prevent the inlined code from
ever using the more-efficient TurboFan code.

6.3 RQ3: Impact of Hot Functions on
Counterintuitive Effects

In this section, we empirically quantify the impact of inlining hot
functions in our dataset to better understand potential performance
gain if the hot function inlining is disabled. Specifically, we mod-
ify Binaryen’s inlining-optimizing in the compiler to exclude hot
functions (i.e., functions called in loops) from being inlined. Then,
we repeat the experiments with the modified pass to measure the
performance improvement by the modification.
Identifying Hot and Long-running Functions. To identify pos-
sible hot functions, we search for functions called within a loop
as they will be called repeatedly. Specifically, we use the LLVM
parser tools [4, 27] to obtain the abstract syntax tree (AST) of the
source code. We then traverse the AST to identify a sub tree with
a root node of For_Stmt containing a Call_Expr_Stmt node. Such
a sub-tree represents a function call statement within a loop and
the Call_Expr_Stmt’s call target is a hot function. While it is not a
comprehensive method, we find that this criterion is suitable for
identifying the hot functions within our samples. Note that we
manually verified that all the identified functions are hot functions.
The list of functions matching this criterion is used to prevent them
from being inlined. We also exclude typical long-running functions
that only execute once, such as the entry point (e.g., main) function.
Patched inlining-optimizing Pass. In Section 6.2, we discuss
how Binaryen’s inlining-optimizing pass can prevent hot functions
from tiering up to the more-efficient TurboFan code. Hence, in this
experiment, we modify the inlining-optimizing pass to disable the
inlining optimization for identified hot and long-running functions.
Results. We use this patched inlining-optimizing pass on the sam-
ples that experience the counterintuitive behavior in Figures 11
and 12. We list the change in original runtime versus the runtime
with themodified Binaryen pass in Figures 17 and 18.We also list the
original runtime versus the runtime results with inlining-optimizing
disabled to understand the impact of inlining optimizations except
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Figure 18: Runtime speedup of Experiments #4 & #5 against Baseline in Firefox.
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Figure 19: Libsodium.js runtime speedup of Experiment #1 in Chromium.

for the hot functions. We find that, in 41 of the 56 samples from both
browsers, excluding the hot functions from the inlining leads to
improved runtime performance. Figure 17 shows that the runtime
speedups of the 24 improved samples in the 29 Chromium samples
range from as low as 5.24% in stepanov_abstraction.cpp to as high
as 53.49% in ReedSolomon.c, with an average speedup of 22.58%.
Figure 18 shows that the runtime speedups of the 24 improved
samples among the 40 Firefox samples range from as low as 5.85%
in flops-2.c to as high as 45.39% in lists.cpp, with an average speedup
of 16.16%. It is important to note that our simple heuristic for de-
termining hot functions is not comprehensive. Nevertheless, we
show that inlining heuristics following this direction can improve
runtime performance. We hope our findings motivate the need for
re-examined inlining heuristics for WebAssembly compilation.

6.4 Case Study on a Real-World Application
We now investigate the effects of function inlining in one popu-
lar real-world WebAssembly application, Libsodium.js [31]. This
project ports the Sodium cryptographic library [31] to the web
using WebAssembly and JavaScript, and it has over 396,000 weekly
downloads on the NPM package registry [19]. This library provides
APIs that implement cryptographic functions, e.g., encryption, mes-
sage signing, and hashing. In addition, we choose this project for
our case study as the project includes links to its C/C++ source
code and the compilation scripts. It contains 75 example programs
that test the cryptographic APIs provided by the library, and we
replicate Experiment #1 on these 75 programs. Figure 19 shows that
function inlining from the LLVM and Binaryen passes causes coun-
terintuitive behavior in 44 programs on Chromium. The smallest
runtime speedup was 5.07% in generichash2, the largest speedup
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was 86.46% in chacha20, and the average speedup was 16.76%. In
Firefox, we find that 58 programs show similar behavior, and the
average speedup is 20.36%. These results show that this inlining
issue extends to real-world applications.

7 DISCUSSION
7.1 Limitations
Our investigation of WebAssembly performance suffers from two
main limitations. First, the precision of our custom-built JavaScript
measurement tool limits the depth of our investigation.Most browsers
limit JavaScript timers to millisecond resolution [52], which is too
coarse to measure a typical WebAssembly call. As a result, we focus
on samples that have long running functions with runtimes in the
magnitude of seconds. We also focus on samples with a percent
decrease greater than 5% to account for the lack of precision.

Our second limitation is that we only inspect two browsers,
Chromium and Firefox. Inspecting each browser adds additional
manual work, and we are limited by our budget of manual effort
available. We accept this limitation as Chromium-based browsers
and Firefox account for 74% of the browser market share [1].

7.2 Threats to Validity
7.2.1 Internal Validity. Our study results are subject to possible
errors in the manual inspection processes. We manually inspect the
emitted code to ensure that function inlining is present or omitted
as per the tested configuration. We use the average of 10 runs to
ensure changes are not caused by small runtime variations. Multi-
ple factors, such as hardware, operating system, and system load,
make it difficult to reproduce the exact runtime values we record.
However, we describe the steps used to establish our Baseline ex-
periment. The counterintuitive behavior, relative to the baseline,
should remain consistent across different experimental setups.

7.2.2 External Validity. We use benchmarking samples from the
LLVM test suite. As Emscripten is an LLVM-based compiler, we find
that this collection of benchmarks curated by the LLVM develop-
ment team is well-suited to assess the compilation effects caused by
the inlining passes. The compiler benchmark samples also perform
intensive computations, an intended use case of WebAssembly.

7.2.3 Construct Validity. We identify the runtime impacts of func-
tion inlining optimizations by measuring the program runtime
through browser execution timing, native execution timing, and
event profiling tools. These measurement methods should highlight
changes caused by different optimizations used in the samples.

7.3 Future Work
Our current work only investigates the counterintuitive behavior
of two inlining optimization passes. Our measurements show cases
where these two passes alone cannot explain the counterintuitive
behavior, indicating that other optimization passes also cause the
behavior. We plan to study the other LLVM and Binaryen passes
for similar counterintuitive behavior.

Our current analysis only focuses on a single metric for coun-
terintuitive behavior: runtime performance. We plan to investigate
possible counterintuitive changes in other metrics, such as code
size, memory usage, and energy consumption.

8 RELATEDWORK
Compiler Optimizations. Existing work studies the impacts of
different optimizations on specific processor architectures [28] and
high-level synthesis [30]. Some work proposes optimization frame-
works improving SIMD performance [36]. Other works leverage
machine learning techniques on optimization selection [41, 48].
Theodoridis et al. describe LLVM inlining heuristics improvements
in native applications [68]. To our knowledge, our work is the first
to study inlining performance in WebAssembly compilers.
Compiler Studies. Previous studies investigate the prevalence of
compiler bugs [62, 67] and survey compiler testing approaches [29].
Other studies develop compiler testing techniques, such as equiva-
lencemodulo inputs [42, 43] and skeletal program enumeration [74].
WebAssembly Performance Measurements. Yan et al. [72] find
evidence of optimizations causing counterintuitive effects. Jangda
et al. [37] compare the performance of C programs compiled to
WebAssembly and native code. In contrast, our work focuses on
effects of function inlining on WebAssembly applications.
WebAssembly Program Analysis and Security. Several works
analyze WebAssembly execution and security. Hilbig et al. [35] re-
port the use cases and statistics of real-worldWebAssembly binaries.
Several tools dynamically analyze WebAssembly execution [45, 64],
identify module purposes [63], and recover high-level type informa-
tion from the binaries [46]. Prior work proposes specification and
compiler extensions to improve security [32, 39, 56, 70, 71]. Other
works identify vulnerabilities inWebAssembly applications [44, 47],
propose attack strategies using WebAssembly [61], and detect ma-
licious WebAssembly modules [65].

9 CONCLUSION
Function inlining optimizations in WebAssembly compilers fail to
consider the presence of multiple browser compilers, leading to
runtime performance issues. We provide the first in-depth inves-
tigation on the counterintuitive impact that function inlining can
have on WebAssembly modules. Inlining can prevent hot function-
ality in the modules from leveraging optimized machine code if
the functions are inlined into long-running or seldomly invoked
functions, leading to noticeable performance degradation of the
whole application. We find that this behavior effects 66 out of 127
samples in the LLVM test suite and is caused by the inlining passes
in both the LLVM and Binaryen components of Emscripten. We
hope our work highlights the need to revisit existing optimization
techniques for optimal WebAssembly usage.
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11 DATA AVAILABILITY
We make our experiment results and data collection scripts avail-
able on Zenodo at https://doi.org/10.5281/zenodo.8327204 [23]. This
artifact contains the measured runtime results for all of our experi-
ments and the scripts used to run the experiments.
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