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Abstract—Today, more than 3 million websites rely on online
advertising revenue. Despite the monetary incentives, ads often
frustrate users by disrupting their experience, interrupting content,
and slowing browsing. To improve ad experiences, leading media
associations define Better Ads Standards for ads that are below user
expectations. However, little is known about how well websites
comply with these standards and whether existing approaches
are sufficient for developers to quickly resolve such issues. In
this paper, we propose ADHERE, a technique that can detect
intrusive ads that do not comply with Better Ads Standards and
suggest repair proposals. ADHERE works by first parsing the
initial web page to a DOM tree to search for potential static
ads, and then using mutation observers to monitor and detect
intrusive (dynamic/static) ads on the fly. To handle ads’ volatile
nature, ADHERE includes two detection algorithms for desktop
and mobile ads to identify different ad violations during three
phases of page load events. It recursively applies the detection
algorithms to resolve nested layers of DOM elements inserted by
ad delegations. We evaluate ADHERE on Alexa Top 1 Million
Websites. The results show that ADHERE is effective in detecting
violating ads and suggesting repair proposals. Comparing to the
current available alternative, ADHERE detected intrusive ads on
4,656 more mobile websites and 3,911 more desktop websites, and
improved recall by 16.6% and accuracy by 4.2%.

Index Terms—ad experience, advertising practice, Better Ads
Standards

I. INTRODUCTION

Online advertising has been the most critical revenue stream
for over 3 million websites [1]. Websites are eager to host more
ads and attract more visitors to maximize ad revenue. However,
ads often fail to meet user expectations and easily alienate
visitors [2]. For example, ads that disrupt the user experience,
interrupt content, or slow browsing, can be frustrating and
eventually damage websites’ reputations and financial interests
[3], [4]. While distracting ads can bring in 0.10-0.80 USD per
thousand impressions, they actually cost websites 1.53 USD
due to the downgraded user experience [5].

However, website visitors do not hate all ads. In fact, 83%
of visitors agree, “Not all ads are bad, but I want to filter out
the really obnoxious ones,” and 68% can live with ads as long
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as they are not annoying [6]. Fundamentally, undesired third-
party ads exploit the lack of access control across multiple
parties involved in the online advertising system [7]. These
dynamic third-party ads may not expose their behaviors until
fully rendered in browsers. Thus, it’s usually challenging for
web developers to analyze and proactively filter out the bad
ones.

Because this issue affects all stakeholders, significant efforts
from both academia and industry have been made to suppress
or regulate undesired ads [4], [7]-[13]. Among them, the Better
Ads Standards [8] are the first attempt to define undesired ads
at scale. To enhance ad experiences, leading media associations
and corporations, e.g., Google and Interactive Advertising
Bureau, develop the Better Ads Standards that define the
formats of unacceptable ads. Google testers conduct ads audit
manually and release the compliance results in a list named
Ad Experience Report [14]. When violating ads are detected,
the website owners need to repair the issue within 30 days.
Otherwise, Google will block all ads on the entire domain in
the Chrome browser.

The manual audit results from Google have three major
drawbacks. First, the results are limited to only 6.2% among
popular websites (Section III-B). Second, the results do not
pinpoint the code locations of the violating ads or provide
guidance on how to repair them. Instead, developers have to
manually locate and repair the violations. Third, the compliance
audit is manually done by Google testers who conduct ad
reviews periodically. Thus, the audit results may be out of date.
Given the limited coverage, lack of repair support, and delayed
feedback, it’s unclear how well websites comply with these
standards and whether existing approaches are sufficient for
developers to quickly resolve such issues.

In this paper, we investigate the pervasiveness of websites’
compliance with the Better Ads Standards. To the best of our
knowledge, this is the first study to characterize the impact
of intrusive ads on real-world websites. Due to the limited
tooling support, we propose an automatic detection technique
that addresses the following challenges: (1) Advertisements can



TABLE I: Key findings and implications.

Findings

Implications

Google only monitored 6.2% (61,727) of Alexa Top 1 Million Websites on desktop
and 5.4% (54,237) on mobile, with the remaining not reviewed (Section III-B).
Since the Better Ads Standards impose more strict requirements for mobile ads,
there are more mobile websites containing violating ads than desktop websites
(Section III-C).

Due to failing to fix violations on time, Google Chrome has blocked ads on 228
websites for more than three months, and 77 have been blocked for over one year
(Section III-D1).

The low website coverage calls for measurement tools that enable
detection of violating ads on any website.

This suggests that different detection algorithms should be
designed for detecting violating ads on mobile vs. desktop.

Since majority of these websites are actively maintained, such
slow reactions may indicate a lack of knowledge on how to fix
them.

Compared to the Google audit tool, ADHERE detected 4,656 more mobile websites
and 3,911 more desktop websites with violating ads on the top one million websites
(AdHere: 10,141, Google: 1,574) (Section V-Al).

ADHERE achieved good recalls in identifying the top three popular types. Pop-up:
87.1%/80.0% (D/M), Large Sticky: 88.0%/82.5% (D/M), and Density Higher Than
30%: 88.5% (M) (Section V-A2).

Violations on 97 websites have been fixed. Among them, 93 completely removed
the ad container, while only four modified the ad container’ attributes to comply

This large discrepancy is caused by the facts that (1) ADHERE
is not limited to selected websites and (2) ADHERE has a better
recall (Section V-A2).

These violations can be the result of bad coding practices or
incorrect configurations, suggesting that more testing efforts
should be spent on these types.

ADHERE suggested that all violations on the 97 websites can be
fixed by modifying the ad attributes and the ads do not need to

with the standards (Section V-A3).

be removed.
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Fig. 1: Google Ad Experience Report vs. ADHERE.

be fully dynamic where the structure of an ad is unknown until
runtime, making it difficult to identify an ad and differentiate
it from other elements. (2) Dynamically loaded ads can be
highly volatile (e.g., first appear and then disappear at any
time), which makes it difficult to localize dynamic ads in the
source code. (3) Advertisements can be initially preloaded and
later have their properties modified during runtime, thus a pure
static/dynamic analysis alone does not suffice.

To this end, we propose ADHERE, a technique that can

automatically detect violating ads and suggest repair proposals.

The design of ADHERE is based on a combination of static
and dynamic analyses. It works by first parsing the initial web
page to a DOM tree to search for potential static ads, and
then using mutation observers to monitor and detect intrusive
(dynamic/static) ads on the fly. To handle ads’ volatile nature,
ADHERE includes two detection algorithms for desktop and
mobile ads to identify different ad violations during three
phases of page load events. Our approach recursively applies the
detection algorithms to resolve nested layers of DOM elements
inserted by ad delegations. We evaluate ADHERE on Alexa
Top 1 Million Websites to detect their compliance with the
Better Ads Standards. ADHERE detected violating ads on 5,540

mobile websites and 4,601 desktop websites. Comparing to the
currently available alternative, ADHERE detected violations on
4,656 more mobile websites and 3,911 more desktop websites
and improved recall (by 16.6%) and accuracy (by 4.2%). Since
ADHERE shares some similar functionalities with Google Ad
Experience Report, we summarize its main advantages in Fig. 1.

In summary, this paper makes the following contributions:

We conduct a preliminary study using the manual audit
results from Google on 1 million websites to understand
the landscape of violating ads on real-world websites.
This study motivates a technique that can help developers
of any website detect and repair violating ads. The key
results are summarized in Table I (Rows 1-3).

We propose ADHERE for automatically detecting violating
ads and suggesting repair proposals. We address the
challenges entailed by no prior knowledge of ads’ DOM
structures, the volatile nature of dynamic ads, and nested
layers of DOM elements inserted by multiple layers of
ad delegations.

We evaluate ADHERE on Alexa Top 1 Million Websites.
ADHERE is effective in detecting violating ads and
suggesting repair proposals. Comparing to the manual
audit results from Google, ADHERE detected violating ads
on 4,656 more mobile websites and 3,911 more desktop
websites, and improved recall by 16.6% and accuracy by
4.2%. It also has an acceptable overhead of 44%. We
highlight the key results in Table I (Rows 4-6).

II. BACKGROUND
A. The Online Advertising Ecosystem

Most ads rendered on websites are actually not owned or
hosted by the websites. Instead, multiple parties including
websites, advertisers, and website visitors are connected by
multiple gigantic ad networks. They work together to deliver
ads in a dynamic and targeted way. Fig. 2 shows the entities in
the online advertising ecosystem and the procedure of how an
ad is delivered. @) Websites preallocate slots for advertisements
by including bootstrapping JavaScript ad libraries provided by
ad networks. When a user visits a website, these snippets
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Fig. 2: Online ad ecosystem.

are executed in the user’s browser. @ These ad libraries
collect and send the user/website profiles to the real-time
bidding platform. 9 User profiles are further shared with
participating ad networks and advertisers before a real-time
auction is conducted. @ Advertisers evaluate its value and bid
for a particular impression. @) Additional JavaScript snippets
are returned to the end user and eventually load the actual ad
content (e.g., videos, images or texts) from the auction winner.

B. The Better Ads Standards

To enhance user experiences with online ads, leading media
associations and corporations (including Google, Microsoft,
Interactive Advertising Bureau, etc.) conducted a study with
66,000 users to identify the least favorable ad experiences and
developed the Better Ads Standards (as shown in Fig. 3), which
define four unacceptable desktop ads and eight unacceptable
mobile ads:

Pop-up Ads (D-1 and M-1) usually appear to deliberately
block the main content of a web page. They may include a
forced countdown that requires users to wait.

Auto-playing Video Ads with Sound (D-2 and M-2)
automatically play disruptive videos and music. However, ads
requiring users to activate the sound are deemed acceptable.

Large Sticky Ads (D-3 and M-3) remain constant at the
bottom or the side edge. Such ads can continuously obstruct
over 30% of the screen regardless of where the user is on the
page.

Prestitial Ads (D-4 and M-4) appear before the main content
is loaded. Users are required to wait before ads can be closed.
It disrupts the navigation hence is rated as distracting ads.

Ad Density Higher than 30% (M-5) of a page are
considered intrusive, where the density is measured by dividing
the sum of all ad heights by the total height of the main content
of the page.

Full-screen Scrollover Ads (M-6) cover the entire page
and force users to scroll through the ad before viewing the
main content, which can be disorienting to users.

Flashing Animated Ads (M-7) rapidly flash with alternating
backgrounds, text, or colors, which are highly distracting and
aggravating. Animated ads that do not flash are considered
acceptable.

Postitial Ads with Countdown (M-8) appear after a link
click and force a user to wait before redirecting to another
page, which disrupt users’ navigation flow.

III. PRELIMINARY COMPLIANCE STUDY

The manual audit results from Google have three major
limitations: (1) the results are limited to selective websites; (2)
the results do not pinpoint violating ads location nor provide
repair support; (3) the audit was performed manually and thus
it cannot provide real-time feedback.

To investigate the necessity of an automated detection and
repair technique, we perform a preliminary study using the
Google manual audit results and analyze the audit results’
website coverage, prevalence of violating ads, and common
repair practice:

RQ1 - Website Coverage: How many websites are
manually reviewed by Google testers?

RQ2 - Violation Significance: How many websites
contain ads that fail to meet the Better Ads Standards?
RQ3 - Repair Time: How long does it take to repair
violating ads before blocking all ads on the entire domain?

Summary Results. Google’s manual audit results are only
available for a small number of websites. The Google audit tool
reviewed fewer websites among lower-ranked websites where
there are more websites failed to comply with the standards.
These results motivate the design of a detection technique that
can be used by developers of any website. Moreover, there
were 32.5% of websites failed to react to the audit result and
got punished to be blocked for more than a year. Slow response
in reacting to ad filtering may indicate the audit is out of date
or developers lack knowledge on how to repair them. This
calls for the need of an automated detector that can provide
real-time repair support.

A. Methodology

By running Google Ad Experience Report, we can obtain
the ad experience ratings of a website for both desktop web
and mobile web. Fig. 4 shows the details of the ad experience
ratings of an example website, autopartspro.co.uk. Specifically,
the ad experience ratings contain the following information: (1)
the Better Ads status (PASSING, FAILING, or UNKNOWN)
(2) the timestamp the website was last reviewed; (3) the ad
filtering status (ON/OFF); (4) the timestamp the website’s ad
filtering began, if the filter is ON; and (5) a link to the ad
experience report.

We collect ad experience ratings for the Alexa Top 1 Million
Websites every day for over four months. We focus on “the
Better Ad status”, “the ad filtering status”, and “the timestamp
the website was reviewed” to measure the website coverage
and analyze the filtering enforcement time when violations are
not resolved within 30 days. Note that the ad experience report
does not include details about the location of the violations
in source code, how to fix them, or which ad networks are
involved.

B. RQI1: Website Coverage

Among Alexa Top 1 Million Websites, Google only moni-
tored 61,727 websites (6.2%) for their desktop versions and
54,237 (5.4%) for the mobile versions. The Better Ad status
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Fig. 3: The Better Ads Standards. Four desktop violating ad types and eight mobile ad types are defined.

1 { "reviewedSite'": "autopartspro.co.uk",

2 "mobileSummary': {

3 "betterAdsStatus': "FAILING",

4 “lastChangeTime':
"'2021-06-19T11:02:13.326467Z",

5 “filterStatus™: "ON",

6 "enforcementTime":
"'2021-06-19T11:02:13.135624Z",

7 “reportUurl’:
"https://www.google.com/webmasters/
tools/ad-experience-mobile?sitelUrl=
autopartspro.co.uk"},

8 "desktopSummary': {

9 "betterAdsStatus': "PASSING",

10 "lastChangeTime":
"'2021-05-26T04:32:24.552326Z",

11 “filterStatus": "OFF",

12 “reportUrl™:

"https://www.google.com/webmasters/
tools/ad-experience-desktop?siteUril=
autopartspro.co.uk"}}

Fig. 4: Ad experience report for autopartspro.co.uk. The full
report (“reportUr]”) is not publicly accessible.

of the remaining sites are UNKNOWN, indicating that they are
not reviewed.

Takeaway 1: The low coverage of Google’s manual audit
results calls for a detection technique that can be used by
developers of any website for detecting violating ads on their
websites.

C. RQ?2: Violation Significance

Among the websites reviewed by Google, the average number
of mobile websites failed daily is 884 while the desktop version
is 690. There were 1,112 mobile websites and 874 desktop
websites having the FAILING status at least once during the

Fig. 5: FAILING and PASSING websites count. The average
number of FAILING websites: 884 on mobile, 690 on desktop;
PASSING websites: 53,353 on mobile, 61,025 on desktop.

study. Moreover, the average numbers of websites passed daily
are 53,353 on mobile and 61,025 on desktop. Fig. 5 shows the
number of sites with PASSING status and FAILING status
from April 13, 2019 to August 18, 2019.

1) Rank Distribution of Websites Displayed Violating Ads:
To further investigate the popularity of the websites that fail
the test, we study the PASSING and FAILING websites based
on their Alexa rankings and present the distribution and failing
ratio in Fig. 6. The failing ratio is the ratio of the number of
FAILING websites to the number of websites being monitored
(i.e., the sum of FAILING and PASSING websites).

The rank distribution shows that more websites in the top
100K have been monitored and classified as FAILING than
those in the other 100K segments. However, if we look at the
failing ratios, the percentage of FAILING websites in websites
ranked between 100K and 400K is actually higher than that in
top 100K websites.

Takeaway 2: The higher failing ratio in lower-ranked
websites and the fact that Google reviewed fewer websites
among lower-ranked segments further motivate a detection



